QUESTIO, vol. 22, 1, p. 157-171, 1998

THE ANALYSIS OF SEASONALITY
IN ECONOMIC STATISTICS:
A SURVEY OF RECENT DEVELOPMENTS *

CHRISTOPHE PLANAS
Eurostat

This article describes thEUROSTAT activities in the field of seasonal ad-
justment and trend extraction in economic time series. They followra w
king program which has been set up during 1995. The attention foonses
X12REGARIMA (X12 in short), a last update of the X11-family from the
Bureau of the Census (see Findley and al., 1996), an8@ATs-TRAMO
(see Gomez and Maravall, 1996) which implementsAlReMA-model-
based approach to decompose time series. Three main directions are cu-
rrently followed: evaluation and comparison of these two methoaoiss-
truction of a software embodying and interfacing X12 &s&TSs-TRAMO,

and training in applied time series analysis. The preliminary hsswhi-

ch have been obtained on the difficult task of comparing both methieds a
discussed and the design of the software in construction is presented

Keywords: Seasonal adjustment, signal extraction, X-11, unobserved com-
ponents, RIMA Models, Wiener-Kolmogorov filter.

*This paper was written within the framework of a study on &e®l Adjustment methods, on request
of EUROSTAT (contract nr. 6663002). The ideas expressed here are therguand do not necessarily
reflect the position of BROSTAT. The author thanks Raoul Depoutot and the members of Etisosta
internal task-force on Seasonal Adjustment for their rémmand suggestions.

—Received May 1997.
—Accepted November 1997.

157



1. INTRODUCTION

One of the main tasks of the Statistical Office of the European Comynaaitsists

in providing deciders with information about the economy of the Menfb@tes.
This information is subject to a statistical treatment in order to meeteifpgirements

of analysts and commentators. Typically, short-term analysis and th&anog of

the economy are conducted on the basis of seasonally adjusted series. @metim
when seasonally adjusted figures display too much erraticity, the attémtieported

to a smoother signal such as the trend. Accordinglyr&STAT proceeds to seaso-
nal adjustment and to trend extraction before publishing economic tmess(see
EUROSTAT 1997a).

Several methods for seasonal adjustment and trend extraction are available- Broad
ly speaking, they may be classified into three main groups: regressioroaseth
empirical filtering and signal extraction. With the first one, the pattefristerest are
represented as deterministic functions of time (see for example Hylleb@8§). It is
perhaps the earliest model-based approach to seasonal adjustment and trendrextract
and was in use in EROSTAT until recently with the software Dainties (see Fischer,
1995). The second group performs ad hoc application of moving aversgs.filThe
filters in use are saidmpiricalbecause they do not depend on the statistical properties
of the series under analysis: they are pre-existing filters and it is upetaiger to
select the most adequate one given the series under analysis. This isnitipler
implemented in the softwares of the X11-family (see Shiskin and a67)9vhich

are very widely spread in public data-analysis agencies. The last approacmateaso
adjustment by signal extraction, has been developed by Burman (1980)eH#ind

Tiao (1982), among others (for a general presentation, see Maravall, )1983b
based on optimal filtering, the optimal filter being derived from a timees model

of the ARIMA-type which describes the behaviour of the series while the components
are explicitly specified. It is generally known as th&i&A-Model-Based (AB)
approach to unobserved components analysis.

The comparison of the different approaches has been subject of a large dethate in
statistical literature; see Bell and Hillmer, 1984. Yet the debate was eddotvards
the search of an optimal criterion for evaluating seasonal adjustment presesmtut
with this perspective no definitive conclusion could be reached. Constyube
evaluation of the relative performances of the different approaches isstitipen
guestion. Furthermore, ROSTAT is confronted every day with the problem of cho-
osing the method ensuring the highest quality data.

A glance at the situation in national statistical institutes of the ge@o Union shows
that practitioners favour ad hoc filtering through the general use ¢ivacds of the
X11 family (EUROSTAT 1997d). Two noticeable exceptions, however, are Bank of
Italy and Bank of Spain, which have adoptea# procedures (Bank of Italy, 1997,

158



and Bank of Spain, 1993). The situation is opposite on the side okatadesearch
where model-based approaches prevail; see for example the references in Maravall,
1993b. The dichotomy between the applied importance of X11 and varigrasa
the attention that academics devote to model-based methods to decomposei@conom
time series, heightens the need of a rigorous assessment of the diffppeaaches.

During 1995, UROSTAT set up a program for investigating issues related to seasonal
adjustment. The first step was an internal study comparing 6 different pegkag
(see Fischer, 1995). It has led to the decision of concentrating the aiteori
X12-REGARIMA (X12 in short), a last update of the X11-family from the Bureau
of the Census (see Findley and al., 1996), and aatS-TRAMO (see Gomez and
Maravall, 1996) which implements themB approach to decompose time series. In
brief, both programs are based on the following schenecARIMA and TRAMO are
respectively in charge of removing some deterministic effects like for pi@aoutliers
and calendar effects, and of identifying and estimating linear stochastic snoftkble
ARIMA-type for the remaining part of the series. Itis that stochastic padtwi then
decomposed into seasonal, trend plus noise by X12 andcbysS The program X12
uses the forecasts made available I§SGRRIMA to extend the series before applying
the adjustment filters and the trend filters. These filters were already presenl,

so X12 still embodies the X11 decomposition filters. On the other h&adTs
uses the model identified and estimated byAmo to derive the optimal filters for
estimating the different components. Details of the two decompogitiecedures are
given in sections 2 and 3.

The BEUROSTAT activities in seasonal adjustment are currently developed in three
main directions: evaluation and comparison of these two approaches, cotiostru

of a software embodying and interfacing X12 anda$s-TRAMO, and training in
applied time series analysis. The first one is mainly a research projectt &iad i
given rise to a number of papers. Section 4 presents some of the maits rekidh
have been obtained, while section 5 gives an overview of the software project

2. X11 LINEAR SEASONAL ADJUSTMENT FILTERS

We first present the principle of linear filtering. Writifgjthe backshift operator such
that for a time serie%, Bx = X% _1, a linear time invariant filter can be expressed as:

(2.1) aB) = Y abk

k=—m

where the weights; are real, do not depend on time, and satjg = 1 andy a2 < o.
The moving average filters most often employed share the property af lre@ar and,
for observations not too close to both ends of the sample, symmetrah f8ters are
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considered since they induce no phase shift in the filtered series (setelrit381).
Hencem=r, and assuming thea(B) is a seasonal filter the seasonal component
estimator will be written as:

r
o+ a B+ B
&1

X

(2.2) = aB)x
while the nonseasonal part of the series will be obtained as :
fiy = [1-a(B)]x

so that the additive relationship = & + fi;, holds. If needed, the nonseasonal part of
the series can be further decomposed into a trend plus an irregular component

Given that an unobserved component like seasonality is built so as to cach th
movements of a series at some specific frequencies, it is convenient to drantethe
pretation of linear filters in the frequency domain. ketlenote frequency measured

in radiansw € [0, 11, then the frequency response functionagB) is given by:

(2.3) aw) =a(e™)=ap+2 i a, COSkw.
=1

The squared gain of a filter defined by(w) |? relates the spectrum of the input
seriesgy(w) to the spectrum of the component estimaggw) through the general
expression:

gs(w) =| a(w) | gx(w).

The squared gain controls the extent in which a movement of particulartadgkt
a frequencyw is delivered to the output series. For example, a zero-gajwinwe]

corresponding to a response function vanishing in this band willentak output
series free of movements in this range of frequencies. This is the geragjppted in
empirical linear filtering as performed in X11 (which, we recall, is still edied in
X12). Actually, the decomposition of time series in X11 may also betiplidative,

but the linear filters can be seen as approximation of the multiplicativeoapp;
see Young (1968). Dealing with linear filters eases the interpretatioreatdst of
missing some nonlinearities, which according to Young are in generampatrtant.

The linear filters in X11 can be seen as convolutions of moving averages. Deftail
the procedure can be found in Wallis (1974, 1982). According to ther filhosen
at each step, a different outcome is obtained. For monthly series, stanutardso
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for seasonal moving average filters are 3, 3x 3 followed by 3x 5 (default), 3x 9

and 3-term seasonal average filters. These are combined with a Henderson trend
filter, whose standard length may be 9, 13, 23 terms. Graphics of thes filteights

and squared gains can be found in numerous articles; the most complete may be
Bell and Monsell (1992). For convenience, we reproduce the squared gathe of
monthly seasonal adjustment filters. Namely, the defauk,33 3x 9, and 3-term

filters associated with a 13-term Henderson moving average are present8d the

is omitted since it does not differ very much to the default (see Bell andséld).

Figure 1. Squared Gain Functions of X11 Monthly Adjustment Filters

The graphics displayed in figure 1 illustrates how X11-filtering vedrkthe frequency
domain. The seasonal component is designed to capture the movementsanigise
which occur with a seasonal frequency. Thus the seasonal adjustment fitbeitd sh
annihilate the variability associated with the seasonal frequencies, arftklettier
unchanged. In agreement with that, the gain of the X11 adjustment filtesemed
on figure 1 displays that bandpass structure: they show a gain close twdaihe
seasonal frequencies and a gain close to one in the other regions. Theofvitth
region where the gain is null is related to the stability of the seasooatments which
are supposed to be removed: for example, an unstable seasonal patternayggds |
spectral peaks around the seasonal frequencies, and hence the range of frequencies
where an adjustment filter should display a zero-gain must be sufficilemtjg to
match them. Figure 1 shows that the 3-term seasonal filter would be addquate
a relatively unstable seasonality while thex® filter corresponds to a relatively
stable seasonality. Given the series under analysis, it is up to the aisslect
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the filter which is believed to be the more appropriate. The X12 softweaips
in that task by delivering empirical measurement like irregular-to-seasatial or
cycle-to-irregular ratio (see Dagum, 1988) which are designed to indidetther the
seasonality is stable or not, or also whether the series presents a seasavablr or
not. However, for series displaying seasonal movements whose charazsenistild
be more accentuated than the two extreme patterns thatti®eaBd 3-term filters are
able to accommodate, then respectively too much or not enough seasonalitiybeoul
removed by simple application of these filters. This is an important feaifiX11
that we shall discuss further in section 4.

3. ARIMA-MODEL-BASED SIGNAL EXTRACTION

The signal extraction approach to seasonal adjustment consists in egjisratimob-
served seasonal componenhaving observation on a serigssuch that:

X =g+,

wheren; represent the nonseasonal part of the series, independgnfldfis problem
can be solved using the so-calle@iener-Kolmogorowv (WK) filter. The WK filter
is also a linear moving average filter, but the main difference with ad htarsfil
lies in the way that it is constructed: the WK filter is built so as to mise the
mean squared errors in the estimator. The component estimator correspdhds
linear projection of the unobserved component on the series; it givesotiditional
expectation of the component.

Under the assumptions that the components are orthogonal and thatrete irda-
lisation of the series is available, the WK filtgg(w) is given by the ratio of the
component spectrum to the series spectrum (see Whittle, 1983). Let thenakas
spectrum and the series spectrum be dengtéd) and gx(w), respectively. Then,
for stationary series,

_ gs(W)
Ox(W) -
and, using the Fourier Transform, the estimator of the seasonal cemipisn

(3.1) Vs(W)

(3.2) § = vs(B)x.

It has been shown that the WK still yields consistent estimates when tles ser
nonstationary (see, for example, Pierce (1979) or Bell (1984)).

Cleveland and Tiao (1976) and Burman (1980) have suggested to use tia sig
extraction theory in conjunction with the specification of stochastiedinrmodels of
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the ARIMA-type for the series and for the components. A simple reason for that is
that the ARIMA models provide a very simple way to parametrize a spectrum (see
Box and Jenkins, 1970). Typical models for the seasonal component are:

S(B)s = 6s(B)ast

whereS(B) = 1+ B+ ---+B™ 1, m being the data-periodicity (e.g. 12 for monthly
series),0s(B) a polynomial of order at mosn— 1, andag is an independent white
noise variable normally distributed. Importantly, this specificatiet the sum ofm
consecutive seasonal movements be zero in expectation.

In the time domain, the WK filter can be seen as the ratio of the compon¢oCAt
rrelation Generating Function @GF) to the series AGF, which are straightforwardly
available from the &IMA modelling. Hence, the historical WK filter is symmetric,
as the X11 central filters. It is also convergent, so it is valid for comguitine esti-
mators in the central periods of the samples. At the end of the samplanipialy
estimates are obtained by replacing unknown future observations withfohecasts.

In practice, the selection and estimation of ari®A model for the observed series is
conducted using the well-known Box-Jenkins techniques, and the speagssociated
with that model is decomposed by partial fraction decomposition. Howeker,
derivation of a model for the unobserved components is subject to anrtempo
identification problem. In general, when a time series admits a deconguosito
unobservables, the number of admissible decompositions is infimitthe ARIMA-
model-based approach, the selection of a single one is operated by magirthizin
irregular component variance (see Hillmer and Tiao 1982). This yieldsahenical
decomposition, where the canonical components display a zero in theiraspectr

Looking at the WK filter in the frequency domain, it is easily seen thatdpldys a
band pass structure similar to that of X11. From (3.1), and ugifgy) = gn(w) +
gs(w), we have

1

W,

L+ 5
When the relative contribution of the seasonal component is large at i@ubeart
frequencyw*, we havegy(w*)/gs(w*) ~ 0. In that case, most of the observed series
spectrum is used for the signal estimation: the gain of the filter fisr flequency
will be close to one. Conversely, when the relative contributionus db a particular
frequency, the WK filter just ignores it for the signal estimation. Example, if the
nonseasonal component embodies a nonstationary long term trend, thspetheim
of ny is infinite in the low frequencies region, and we will hagigw*) /gs(w"*) — co.
It follows that vs(w*) ~ 0, and the gain will be close to zero in this area: no low-
frequencies variations are passed to the seasonal component. Given thateboth ar

(3.3) Vs(W)

163



moving averages, the band-pass interpretation of the X11 filters an@ &Vknfilter
is similar. The main difference is that the WK filter adapts itself to ttozlsastic
properties of the series under analysis, while the X11 filters do hety are ad hoc
(see for example Maravall, 1993a).

4. AD HOC FILTERING AGAINST SIGNAL EXTRACTION: PRELIMINARY
RESULTS

4.1. Methodology

The obvious way to perform a comparison is to define a criterion, t@dessituation
where to implement the different methods, and to evaluate the relativerperfices

of the alternatives with respect to this criterion. Unfortunately, dedira criterion

for evaluating seasonal adjustment procedures seems to be an hopeless tagk; main
because, as noted in Bell and Hillmer (1984Jiifferent methods produce different
adjustments because they make different assumptions about the com@ortehen-

ce estimate different things In the unobserved component analysis framework, the
possibility of different assumptions does exist since in general dwrdpositions
are not identified. Consequently, a direct comparison of the outputseodiifferent
approaches is not informative. In this respect, the analysis being condatcked
ROSTAT follows another strategy, which simply consists in studying theotétical
properties of the different methods in order to point out their redatilvantages and
drawbacks.

Consider for example the case of regression methods. These typicallyysiheci
unobserved components as deterministic functions of time. Hence, by uditst,

the components are constrained to exactly reproduce their previous beh&vieen

that most of the economic time series are characterised by moving trendsyand b
evolving seasonal patterns, this modelling has soon been found vergtiestand
unsuited to many applied cases. Accordingly, regression methods have bdaalbyr
replaced by more flexible procedures, such as moving averages methods.

In a similar way, we concentrate on the properties of X11 filters andm-Aignal
extraction. Of course, for such a comparison to be conclusive, the igatstis

must be as deep and complete as possible. The applied relevance is put faward s
as to inform the practitioners about some situation profiles whereappeoach can

be superior to the other.

4.2. Series with Extreme Patterns

The main discrepancy between ad hoc filtering andsAapproach is that this last
designs the signal extraction filter according to the stochastic prepatithe series
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under analysis. In cases of series with extreme characteristics, the consequences
of that discrepancy can be very apparent. Two cases of extreme patterns can be
encountered in practice: series with a component displaying either a vegbiest
behaviour or a very stable, close-to-deterministic behaviour.

The first case is studied in Fiorentini and Planas (FP) (1997a), whisrpdinted out
that series embodying a very unstable pattern may be difficult to decompibstne
AMB approach: typically, problems of nonadmissibility arise. The canonézlire-
ment would identify a nonseasonal component with negative values ipetstram,
which is not acceptable. This problem does not arise with ad-hoc filtenmg she
components are never directly specified but are output of the filtering [ooks
simple solution available consists of decomposing an approximateélmAad alter-
native developed by FP considers higher-order models for the seasonabroamp
This exact solution was then used as a basis for evaluating the performartbes of
approximate solution and for comparing them with the performances tbadH-
tering. The X11 filter considered was thex3 adjustment filter, the most adequate
for unstable seasonality. An important finding of that study was thatrange of
filters available with X11 is too limited to be able to deal correctly widrywunsta-
ble patterns. In the case of a series characterised by a very unstable segsmmalit
underadjustment could clearly be seen: some seasonal fluctuations wepeestiht

in the X11 adjusted series.

The opposite case of close-to-deterministic patterns is analysed in dlaaad Pla-
nas (MP) (1997). Deterministic patterns cause problem to tkie Approach since
optimal signal extraction cannot be performed in noninvertible modefdy an ap-
proximation to the optimal decomposition is available iBASs. Ad hoc filtering,
by construction, does not face any theoretical problem with noninventiidcesses.
MP were able to extend the WK filter to that case, and they evaluated the perfor-
mance of the approximated solution and of X11-filtering. The atterfbicnsed on
the 3x9 adjustment filter with a 23-term Henderson trend estimator.leVithe ap-
proximated solution was found to accommodate in a satisfactory way isitgabf
close-to-deterministic patterns, the use of the®BX11 filter was seen to be too much
restrictive: an overestimation of the seasonality could be found. TM&sestimation
was due to an inadequate separation between noise and seasonal movements.

4.3. Series with Common Patterns

Most of time series encountered in practice display more regular movemEeats.

these cases, the default X11 filter and the optimal signal extraction filterecapry

close. Yet, Planas (1997c) shows that some differences can still be fouol are

mainly due to the property of the X11 default adjustment filter toldisgains higher

than one at some frequency between the seasonal harmonics. As a consequence,
short-term movements in the series are amplified in the adjustment precesin
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the case of the French Total Industry Productiomiffy series, an overestimation
of the irregular could be seen. While the canonical decomposition is rositp
maximise the irregular component variance, the irregular obtained fromiXthe
FTIP series was subject to more volatility than the canonical one. This ampbiicati
of the short-term movements could then be seen in the month-to-rgooith rate
of the adjusted series.

4.4. About the Identification Problem

One of the main reason which invalidates direct comparison between thetoofpu
different seasonal adjustment procedures is that unobserved componerusidemn
tified. Every approach makes a different identifying assumption. Thisngsison is
explicitly made in the AMB approach: according to the canonical requirement, a sig-
nal free of noise is selected among the admissible decompositionsémaserved
series model. Further, the estimation accuracy is related to the unobservpd-com
nents models specification. Maravall and Planas (1996) explored that dependence,
and they show that a canonical decomposition always minimises the variatioe of
error in historical and in any preliminary estimator among the rangeeohtimissible
decompositions. On the contrary, they show that a canonical decompaalitvays
maximizes the variance of revisions. It should be underlined thatékigdtronly con-
cerns the range of admissible decompositions of a given model; it diestate that
the revisions will be higher than the one obtained with any other ndethP also
pointed out that in two-component decompositions they are two canor@cahtpo-
sitions, and that it may perfectly be the case that the other canonical dedtampos
minimises the revision variance.

4.5. About Preadjustment Procedures

As mentioned in introduction, both programs embody a preadjustrecégure whi-

ch consists mainly in correcting for calendar effect and for outliers, anceintiiging

a stochastic linear model of the Arima-type for the series under analyast of

the comparisons focused thus on that stage (3&ROBTAT, 1996a). If REGARIMA

and TRAMO implement basically the same method for calendar effect corrections and
close procedures for outlier detection and identification, some discrepaociksbe
found in the automatic model identification process. But the majorejisercy which
could be pointed out concerned the computing time: processing a set ofeB&8

with different options, RAMO has been found to be at the minimum 3 times faster
than Regarima.

Given that the AuB-signal extraction derives the optimal filter from a stochastic
linear model of the RIMA-type fitted to the series under analysis, the quality of the
decomposition is related to the capability of the outlier removing proeetb linearize
time series which present nonlinearities. Planas (1997a) investigatepainat and
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a major finding of this study is that, provided the nonlinearitiepdeserve the white
noise property of the innovations on the observed series, thenut{igroremoving is

effectively able to linearize time series which present nonlinearitiesth@)optimal

estimator is stable with respect to nonlinear mispecifications; (iiiynihielinearities
are most often assigned to the irregular component.

5. DEVELOPMENT OF AN INTERFACE FOR SEASONAL ADJUSTMENT

In addition to the methodological work, UROSTAT is currently supporting the de-
velopment of a software for seasonal adjustment. This software willodgnboth
X12 and TRAMO-SEATS and will provide users with a friendly interface to these two
programs. The product is developed first fasROSTAT internal needs, but it will be
made available to the public on request.

Environment-specific interfaces are already availableu$s and EXCEL interfaces
for SEATS-TRAMO and X12 have been built atUROSTAT, while D.Ladiray and
K.Attal, INSEE, France, has developed an interface fas@nvironment. The product
in construction will be more powerful, since it is aimed at coveringladl tain tasks
of statistical production in official institutes. The main functionsl Wwe: seasonal
adjustment and trend extraction in large-scale and in detailed analysis, fargdast
large-scale and automatic analysis of data-irregularities. Large-scale preseuill
allow the fully automatic treatment of sets of thousands of series, gnd/autput
direct access to databases like Fame will be offered.

The main computations include all the possibilities of X12 a®EdiS-TRAMO: pre-
adjustment by outlier removing and calendar effect corrections, automatiel ided-
tification, forecasts, seasonal adjustment and trend estimation, diagrtostking and
analysis of decomposition accuracy. Besides the fully menu-driven packagh wh
will mask the syntax of X12 and of EATS-TRAMO, some assistance including fu-
lly automatic treatment of problematic series will be provided to thersisGraphs
and tables will facilitate the reading of the outputs, the comparisondest several
results corresponding to different options, and also the comparistwvebn X12 and
SEATS-TRAMO in practical cases.

The main appeals of that software will lie first in the application of egzptime
series techniques to massive sets of series, and second in the explicitecatisid
of the needs of production units in statistical institutions. A fidscription of the
specifications can be found inUBROSTAT (1997b), while the computational analysis
of the project is detailed in BROSTAT (1997c¢). A beta version is planned for January
1998. The software host environment will be Windows NT.
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CONCLUSION

Regarding methodological studies, there are still a large humber w#ss® be in-
vestigated. If some empirical investigations on revisions in prelmyirestimators
obtained with empirical and optimal filtering have been conducted (s8®ETAT
1996b), the problem of long-term revisions in thevé approach remains of par-
ticular interest. Further, the seasonal adjustment of sets of time setigscsto
balancing constraints is still an open question. More generally, irapbitsues are
related to the multivariate extensions oA approach and to seasonal adjustment
in nonlinear situations. The decomposition of series characterisedibgdyiland by
ARCH patterns have been analysed in Maravall (1983) and in Fiorentini and Maravall
(1995). These patterns could be completed by other types of nonliesauitih the
perspective of an automatic treatment of nonlinear patterns in massive iaralys
time series. Finally, economists have shown a renewed interest in thenabasm
vements of macroeconomic series. For example, Miron and Beaulieu (19963gliscu
how some information relevant for the knowledge of business cycles céouhd in

the seasonal fluctuations. An interesting problem for time series amadysius the
design of statistical tools helping economists in drawing conclusidioait possible
relationships between seasonal fluctuations and business cycles.

Besides methodological studies and software questions, a trainiggapnchas been
set up. During 1997, two sessions of Training for European Stating have been
devoted to seasonal adjustment methods with Agustin Maravall, Bank ofh,Sgsi
course leader. Also, an internal course on applied time series analysis baplake.
This internal course is delivered by C. Planas on the basis of a textboti&nfor
the occasion (see Planas 1997).
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